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Abstract: We present a neural network that impléments a decision{ block/for the
evaluation of the scores of genomic sequence recognition, /The recognition ‘$cores are
computed based on the mean square prediction ersor \of \ong-step-ahead predictors of the
genomic sequence. Four predictors are used for each ‘series obtaihed as a distance
between bases representation. The recognition scoresvare feed to a classification and
decision system, which represents the highest level 1y the hierarchi¢alrecognition system.
All neural networks in the system and beifignused for prediction und/classification are

MLP type NNs. The method is tested on/sequences of the HIVAl vifus.
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1. INTRODUCTION

Bioinformatics has been one of the fastest
developing segments of ipformatics /during the \ast
decade (Mount, 2002). Ong/of the main applications
of bioinformatics is the andlysis/by data minigg-of
the data gathered in the\genome projects. Recently,
huge databases with. genomic sequerices) were
published, deriving from\the complete sequencing of
the human, vipig, /miergbe and pardsite), genomes.
Gaining a competitive-advantage it thig post-genome
age will depénd on the capacity/tg’ perform rapid and
precise annotation of collectéd sequences (Wu and
Mclarty /206005

Becduse the classification of genomic sequence is an
importapt issue in__moiecular biology, various
methods have been! proposed aiming to increase the
capabiijties of the \classification. These methods
might be classified inte three main categories (Wang
et/al., 1999), vamely 1) based on consensus search, ii)
based on inductive Véarning / neural networks, and
iii) based on seguénce alignments.

I ah ample program (Teodorescu, 2003), a method
has been proposed, which does not fall into the above
categories. The method could be seen as an indirect
method and could be named “recognition by
prediction ability”. The approach consists in two
main parts: i) a novel representation of the genomic
sequence, and ii) a new method to determine if a
given sequence is similar to a known one. The
principle of the method is based on the hypothesis
that the prediction ability as acquired by training on a
specified sequence is preserved only for “similar”
sequences. Consequently, similar sequences will be
determined as sequences well predicted, while
sequences dissimilar to the one(s) predicted will be
determined by poor prediction results. Thus, the
recognition method consists in the following steps: i)
learn to predict a sequence or a set of sequences; ii)
test the prediction ability on a given sequence; iii)
determine the prediction error on that sequence; iv)
decide that the sequence is known or unknown, based
on the prediction ability.

A hierarchical hybrid system, able to learn genomic
sequences and to detect specific components or
known patterns has been developed to implement



steps ii)-iv). The proposed structure consists in a set
of four one-step-ahead predictors, which perform the
analysis of the genomic sequences separately on each
nucleotide type (A, C, G, T). The predictors might be
linear systems, neural systems (MLP or RBF), or
hybrid systems like neuro-fuzzy predictors. On the
superior hierarchical level, a neural decision-making
system, receives information from the preceding
systems (Teodorescu, 2003). The decision block
might consist in a neural network. Technical details
about time series predictors and about neural
networks for classification can be found in (Liao et
al., 2002) and in (Principe et al., 2000).

The coding of the sequence consists in a set of four
sequences, each constituted by the distances between
successive occurrences of the basis (Teodorescu and
Fira, 2003a). The time series obtained as the
distances between successive occurrences of the
same basis are then separated in two components and
independently predicted (Teodorescu and Fira,
2003a, b, ¢).

By training of the predictors to minimize the MSE
(Mean Square Error) for one-step-ahead prediction,
the predictor learns the sequences. With the trained
predictors, others sequences are tested. A good
predictor would work well only on the desired\type
of sequences, and flags by poor prediction/ results
any unknown type of sequence (Teodorescy and Fira,
2004).

In this paper, the one-step-ahead pretictors aid the
decision block are MLP neurall networks. The
genomic sequences are obtained from (LANL, 2005),
consisting in segments of HIV-1.

The paper is structured as follow? the'next section is
devoted to the description of the methodology.\The
third section contains geveral \simulation results.\In
the fourth section, congliisiens dare outlined.

2-METHODOLOGY
2.1. Decision bléck apchitecture

For the decision block, a peural \network with two
groupy et \inputs was (considered. The overall
archiftecture i sketched in the Figare 1.

Tte) first group of four inputs. These inputs
(&4 €c.€5,&7 ) répresent the prediction error values
obtaired after the training of the four predictors, for
edch nucleotide type. ‘The predictors are trained on
thie seriesy, of? distances between basis, as was
extracted §rofiya specific sequence.

The second“\group of four inputs. These inputs
(8;"85’8,6’8}) represent the prediction error values
obtained by testing of the predictors on other

sequences. The parameters of the predictérs used for
test, are the same parameters obtained\ befote; by
training on the specific sequence.

The network outputs represent the code/that/identifies
the sequence on which we have/ested thie recognition
capacity of the predictors. Those\ codes might be
binary numbers or a 1-of-n/coding {in this case only
single output is one, the others are zero).
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Fig/ 1. The decision Biock architecture

The neural figtwork is supervised trained, the input-
output tuples d#re/made from the prediction errors on
a specific/sequence, the prediction errors obtained by
testing ¢iyanother sequence, and the identification
code-of the/second sequence.

2.2-Construction of the training data set

For this paper, was used a data set consisting in HIV-
1 sub-sequences (ENV and GAG), obtained from
(LANL, 2005). The constructed database includes all
ENYV and GAG sequences (725 and 458) available at
(LANL, 2005).

Each sequence was translated into four distances
time series, for each nitric bases from DNA structure,
according to methodology elaborated by the second
author (Teodorescu, 2003).

Each distance series was normalized to the [-1,1]
interval. From each normalized series, the slow and
fast varying components were derived using a causal
MA filter. In fact, an average on the current and the
last two samples was used for the low-pass filtering;
in such way the slow (or trend) component was
obtained. The fast component results by subtraction
of the trend component from the original series.

From the ENV sequence labeled
B.FR.83.HXB2_K03455, for each distances series, a
double-block parallel predictor was trained: one
block for the trend component and the second block
for the fast varying component. The prediction
results of the individual blocks are added to achieve a



better prediction quality than in the case of direct
distance prediction approach. The prediction was
made with one-step-ahead and the Mean Square
Prediction Error (MSPE) was output as a quality
prediction score.

The predictors trained as above have been tested
using all the left sequences, according to the
nucleotide type, and the MSPE score has been
computed.

The MSPE scores obtaining at the predictors training
and the MSPE scores from the predictors testing
constitute a record for the database for the training
and the testing of the decision system. A database
with 1183 records was obtained. The database has
the format shown in Table 1.

Table 1 An example with few records from decision
systems database.

Name G EA EC EG ET eA eC eG eT C
label e 1
n a

e S

S

1 23 4 5 6 7 8 9 10

B.FR E 0.03 0.17 0.14 0.10 0.03 0.17 0.14 0.10 0
83H N

XB2_V

K034

55

B.FR G 0.03 0.17 0.14 0.10 0.14 1.12 0.38 02 |
.83 H A

XB2_G

K034

55

A.CDE 0.03 0.17 0.14 0.10 0.07 0:54/0.07 0.07 0
97K N

cc2_vVvV

AJ40

1034

A.CDE 0.03 0.17 0.14 0.100.074),51 0.16 0.11'G
97K N

MST V

91_A

J4010

40

The first“column Contains the sequence name from
the Intévnet database at (EANL, 2005). The second
columi contains the name of the considered genomic
regien \from HIV-1.{There i§ a correspondence
bepween the second/and the last column: O for ENV
and 1) for GAG.

The-columns from 3 to 6 represent the prediction
scores for the “witiess” sequence, for which the
predictors were trained: ENV from HIV-1, labeled

B.FR.83.HXB2_K03455. EA, EC, EG, and ET are
the MPSE for distance between the bases A, C, G,
and T. These values are constant for the /&ntire
database. The columns from 7 to 10, labeled eA, ¢C/
eG, and €T, contain the scores obtained by the testing
of the predictors on the 1183 sequéncesiThe
columns from 2 to 10 represent the inputy ef/the
neural network for classification. The column 11
gives the desired (target) output.

Although in the neural networkg practiceit is known
that the constant inputs bring ‘o ‘iseful’ informatior,
in our case the inputs giyven by ‘the 2-6 colurins
represent the reference 4is-4»vis /from whick the
decision system must cldssify/the input pattégns using
data from columns 7-{). An dliernate soliition ty the
elimination of the gonstant\irputs and/corsequently
to decrease the nuimber of the neural Betwork inputs
(with the advantage of dimensionality reduction for
the input spa¢e} i-to Compute only the difference
between EA and\eA, EC and eC, EG and eG, ET and
eT. Howeyer, ve have not uséd that/method because
of future ‘developmient of the training testing database
by inciuding of records obtained by training of the
predictars on another sequences. Moreover, we aim
to theinclusion of more classes.

3/ RESULTS
J. . Neural nepwork for decision block architecture

A MLP with 4a/single hidden layer was used. The
input layer had «’dimension of 8 and the output layer
containé @ stfigle sigmoid neuron, with output values
in the (0,1 interval. Configurations with 2 up to 50
neutohs, with one unit step were used for the hidden
layer.

In arder to determine the classifier accuracy (number
ot cases correctly classified versus the total number
of cases), the neuronal network output values have
been rounded, as in equation 1.

0, if x<04
y=31 ifx=2006
*  else

(M

The values from the case “*” belong neither to class
0, nor to class 1. The interval (0.4, 0.6) is a
delimitation band between the two classes.

For the training, the available database was
surrogated and then it was split in three sets, as
follow: 80% data for training, 10% data for
validation, and 10% data for testing. Another variant
was also implemented and tested: 90% data for
training and 10% data for testing, without validation.
By surrogating, the order of records in the database
was randomly permuted.



3.2. Neural network training with validation
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Fig. 2. Neural networks trained with cross-validation

In the Figure 2 we present the results of training and
testing of several neural networks with 2 up to 50
neurons into hidden layer. Better performances are
obtained for the configuration with 46 neurons in the
hidden layer: an accuracy of 77.21% for the training
data set and an accuracy of 75.63% for the testing
data set.

3.3. Neural network training without validation

By modifying the database partition to 90% data for
the training set and to 10% data for the testing set
(giving up cross-validation), an increase of accuracy
for the training period was obtained, without any
modification for the testing period. In the Figures 2
and 3, the graphics for the test accuracy are identical/
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Fig. 3. Neural networks traibed without ¢ross)
validation

3.4. Statistical validation

The available database was surrogated for nine times
and ten supposed different copfigurations of records
in data get)were obtained{ For all versions of
database§ wet¢ trained neural networks according to
methodology 'described above: MIPs with 3 layers,
the /hidden \layer contdining 2 up to 50 neurons.
Betause\ better results are \again obtained for the
configuragion with 46 neurons into the hidden layer,
i the Table 2 are showw the values of the main
stafistical parameters.for\that neural network.

Table 2. Statistical parameters computed for the ten
database configurations for MLP with 46 neurons
into the hidden layer.

Training Testing

Accuracy (%) Accuracy(( %)
MIN 75.9494 75.6303
MAX 79.1139 83.1933
AVERAGE 77.0464 78.7395
STANDARD  0.9239 31435
DEVIATION
MEDIAN 76.9515 T8 A543
MODE 77.2152 75.6303
SKEWNESS 1.2012 0.3092

The maximum performénce, on the testing’ sets, was
83.1933% patterns orrectly “classified, with an
average of 78.7395%./Thg best value from Figure 2,
that is 75.6303%, is.under the average;\we can
conclude that this\walug is not an opportune or
“lucky” case.On th¢ gther hand,Ahe maximum value
of accuracys a\consequence of a contenient set for
the testing data sety because 83.1933 S greater than
79.1139/ the! maxim value obtained for the train
period. Also, the average ¢f performances for the
testing period is superior) to the average of
performances for the training period. The previous
Sbeervation is also valid for tile median values.

4/ CONCLUZIONS AND FURTHER WORKS

In this papers peufal networks that implement a
decision block/for the evaluation of some genomic
sequences reé¢agnition scores have been proposed and
tested AThese-recognition scores were computed as
the miean square prediction errors generated by one-
step=ghead predictors that have been trained before
oh/ & specific sequence. From these recognition
scores, a database was constructed by training of the
predictors on ENV  gene from HIV-1 labeled
B)FR.83.HXB2_K03455 and testing on other 1183
sequences that include ENV and GAG.

The decision system was trained using two variants
of training and testing data set construction: the first
includes a validation set and the last no validation set
included. No improvements are obtained for testing
period in case of use a 90% of data for training. A
statistical ~ validation ~was made using 10
configurations of the database that are obtained by
means of surrogating. The average value of accuracy
for the decision system was 78.739%.

We can conclude that using the described NNs, the
overall hierarchical system as proposed in
(Teodorescu, 2003) has been completed and
successfully demonstrated.

We intend to further develop the training-testing
database by including records obtained by training
the predictors on other sequences, and, consequently,



with records with the testing of such predictors on
other sequences. Another goal is the inclusion of
more classes in the decision systems, by training and
testing the predictors on other HIV-1 regions, like
POL, LTR, NEF, VIF, or other biological entities.
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